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Abstract: This paper proposes a conceptual model of evalatipand developmental
processes as a source of insights into the oldstutontroversial issues of group selection,
multilevel selection, and the origins of orders gillars are two elementary principles of
information-processing — one linking informationdoices, and one pointing out the need
for basic instructions — and a well-defined didtimie between evolutionary selection and
developmental selection. It generalizes and meslifie gene-centered view of biological
evolution by centering on basic instructions, whace more than genes; and by focusing on
their instructing of ontogeny, instead of repliogtduring phylogeny. It directly applies to
socioeconomic evolution, finding the basic instimes in the genomes of individuals and the
institutional rules of societies. The main insgjbbtained are: (1) biological evolution
involves several levels of developmental selectrt,only one of evolutionary selection; (2)
in socioeconomic evolution, the evolutionary setetts not of groups, but of genomically
compatible institutional rules for the forming, @sping and operating of groups successful
in developmental selection; (3) self-organizatiemgrates order at more levels than

evolutionary selection, but this produces moreest information.



1 Introduction

As an economist, | must begin with an apology fging to say something new to biologists.
My alleviating circumstance is that | belong to thaority of economists who call
themselves “evolutionary” and like to learn froneloigy. This is also what | have been doing
during more than twenty years, and with so mucéredt that my daughter started to like it,
too, and recently obtained her PhD in biotechnologipreover, the biologists who dislike
economics (I suppose there are some, as therdesuty pf economists who dislike biology)
may find consolation in the fact that this papdsased more on what | had learned for my
MS in electrical engineering, with specializationautomatic regulation and computer
construction, than on economics proper, to whitthried for my PhD later, because | wanted
to know why the economy of my country was then oigad so foolishly and working so

lamentably, and what could be done about it.

For a long time, my learning from biology was Higtespectful. A few years ago,
however, | started to see it also to suffer, e¥g@eihaps not as much as economics, from lack
of clarity on important issues. Some time afteatarted immodestly to believe that | could
help it make some of these issues a little cleafée biologists reading this paper will have

to judge how much, if at all, clearer.

The issues are old, but not yet entirely settléfiwhether or not the evolution of life also
employs group selection, and possibly even mukileelection; and (2) whether or not the
order produced is due more to self-organization tbaDarwinian evolutionary selection. As
the source of insights into these issues, | propaseple conceptual model of evolutionary
and developmental processes, built on two elemgptanciples of information-processing,
equally valid for computers, organisms, and soeset@nd on a well-defined distinction
between evolutionary selection and developmentatBen. My aspiration is not to explain
these issues fully, but only to produce a few hélpfsights.

The first information-processing principle relabeformation to choices, and points
out the need for an experimental trial-and-errarde if some of the information needed for a
given choice is missing. The second makes it ¢testrall information-processing, however
multilevel and flexible it might be, needs relatiwvagid basic instructions, on which it must
ultimately repose, and by which its potential mited. Both these principles are extremely

elementary, yet still far from always fully realizand consistently applied.



The model puts basic instructions is in the cenétween evolutionary processes,
which use trial-and-error searches for producirapthand developmental processes, which
are guided by them. The outcome is the formingebiging, and operating of certain acting

and interacting entities, termed “agents.”

Both evolutionary and developmental processeseaagnized to involve selection,
but of substantially different types. Evolution@slection concerns basic instructions,
whereas developmental selection concerns the dogai@them formed and developed
agents. The agents need not be long-lived andutemmes of developmental selection
therefore need not last. But they are the key cants for evolutionary selection, whose
outcomes, if successful, can last: select andirét@ basic instructions of those agents that
are succeeding in the developmental selection.

Intuition may be helped by thinking of agents asgibly multilayer cakes, and of
basic instructions as the recipes for making th@ime developmental selection may then be
thought of as tasting the possibly several layéth@cakes and selecting the layers and the
cakes that taste good. The evolutionary selectian then by seen as choosing and keeping

the recipes for the good cakes, of which some naag lonly one layer and others several.

In biology, the obvious interpretation is phyloggroducing genotypes, which guide
the ontogeny of possibly multilevel phenotypes.t e model is more general: it admits that
both evolution and development may take placearatlevels. This allows it directly to
apply to socioeconomic evolution, and also to makkear in what ways this evolution is

connected to, and building upon, biological evalnfi

The distinction between the two types of selectippears useful by itself: biologists
often seem to disagree about multilevel selectiomply because some of them have in mind
evolutionary selection and others the developmennta] without always realizing that they
are speaking of two different things. When theidcsion is properly made, it will be easy to

agree that developmental selection may have mamg haweels that the evolutionary one.

*

The model extends and refines the one presentedlikan (2011, 2012), whose purpose was

! For reasons explained in Pelikan (2011), the tagent” is preferable to both "system” and "inteiag’ by
which such an entity is sometimes denoted by athérors.

2 The evolution of human societies with their cutsiand economies is usually termed "socioeconoimic”
economics, and "sociocultural” in the other sosi@kences. As an economist, | will use the forreemt with
the understanding that "socio-" includes "-cultural



to help understand economic change by a certaiergiération of Darwinism, different from,
and to concrete economic problems more clearlyiegdge than, the generalization
previously proposed by Hodgson and Knudsen (2088)this paper aims to present this new
model, and not critically survey old ones, its refeces are rather limited. For a good first
idea of its relations with the relevant literatyrésippears that references to Dawkins (1982),
Wilson and Wilson (2007), and Nowak et al. (201d)the multilevel selection issue, and to

Kauffman (1993) for the origins of order issue slliffice.

As Dawkins’s gene-centered view is the model'sest kin, it is particularly
important to clarify both the similarities and tthiéferences. The main similarity is the neat
distinction between possibly long-lasting entite®l their possibly ephemeral companions.
While Dawkins distinguishes between “replicatorati&vehicles,” the model does so

between “basic instructions” and “agents.”

One important difference is that in biological ktmn, Dawkins considers
“replicators” to be just genes, whereas “basiautdtons” also include other instructing part
of genomes, such as the non-genic DNA that coda®fulatory RNA, and possibly also the
non-DNA epigenetic markers that contribute to th&ructing of ontogeny. This makes the
model more robust, immune against all the objestagainst gene-centrism aimed at the

narrowness of the notion of “gene.”

In socioeconomic evolution, the notion of basstinctions correspond quite precisely
to the formal and informal institutional rules tlgatide individuals towards forming,
developing and operating more or less large orgdioizs, from small groups to complex
societies. This provides, after only a slight texoiogical adjustment, a fruitful link to the
now well-established field of new institutional @omnics pioneered by the Nobel laureate
D.C. North (1990} In contrast, genes appear to lack such a cleiwesmpnomic counterpart
— at least none of the evolutionary social sciemggarching for it has really succeeded. As to

the notion of "memes” proposed by Dawkins, it hagaous flaw on which more below.

Another important difference is the shift of fodusm replicating to instructing. The
model pays less attention to how basic instructrepticate during their evolution than to

how they instruct the forming, developing and opegpof the corresponding agents — such as

% Similar distinctions are made by Hull (1980), wdistinguishes between "evolvors” and "interactoesd by
Hodgson and Knudsen (2006), who distinguish betwesplicators” and "interactors.” From the presenint
of view, however, the Dawkins version is bettebelated and more instructive to refer to.

* The adjustment is that what North defines as itimsons” is termed here more explicitly "institatial rules.”
The reason is that North’s definition has not bgenerally accepted. The term “institutions” rensain
ambiguous, still frequently used in many other niegsy such as the one of large banks in financiahemics.



phenotypes in biology, and organizations in ecoresmin biological evolution, of course,
replicating is recognized necessary. Due to thgille and perishable nature of their
biochemical carriers, basic instruction must kesgicating as the only way to be lastingly
retained. But in socioeconomic evolution replicgtmatters much less. Basic instructions
may be there lastingly retained also by other mesuh as books and computer memories.
Essential in both cases is only their instructihguitively, one may think of a book and a
copying machine: the machine is needed if the phper is perishable, but it is the book’s

content with its impact on the real world thatlisays essential.

This shift has two consequences. One is the fueexpecifying the basic agents that
are instructed, and distinguishing them from theaglex agents that they consequently form,
develop and operate. Without this distinction,wweking of basic instructions cannot be
clearly grasped. Thus, instead of the couple itapbrs — vehicles” used by Dawkins, the
model uses the triple “basic agents — basic instmg — complex agents,” and thus makes
basic instruction doubly central. To deal with @tgeof several levels, the distinction between
“basic” and “complex” is made relative: the compbgents of one level may be basic on a

higher level, while the basic ones may be complea tower level.

The second consequence is the detection of theealbentioned flaw in the “genes —
memes” correspondence. As memes are defined @ngpticate, they poorly correspond to
genes, since these moreover instruct the syntbépi®teins. The shift implies a somewhat
different correspondence with two branches: (ieein institutional rules and the instructing
parts of genomes, which include more than gengdigiween memes and all the replicating

parts of genomes, both instructing and “junk.”

The reference to Wilson and Wilson (2007) is hdlpdr two reasons. One is its clear
survey, with an extensive list of relevant refees)yof most of the group-selection
controversy that preceded its publication — whiligh the exception of Wilson et al. (2010)
considered below, only little new appears to haaenbadded since then. The other reason is
its concise and elegant conclusion (p. 345): “Skifess beats altruism within groups.
Altruistic groups beat selfish groups. Everythelge is commentary.” What makes this

conclusion helpful is that most of the insightsadbé¢d from the model will be possible to

® When this is realized, one may wonder why theicaphg of genomic messages has for such a long tieen
attracting so much more attention than their ireding. In Pelikan (2011) | dared to speculate ossible
reasons and found two: one ideological and oneittegn Namely, it used to be ideologically corréat
emphasize the instructing by environments and ma@rthe one by genomes; and this instructing waditibe
known to be an interesting conversation piece.



understand as such a commentary. It is only bteatommentary will be rather substantial,

containing important qualifications and additions.

The reference to Nowak et al. (2010) is usefidragsdication that the model fits
rather well the current leading research on theeisgs insights fully agree with the authors
that the evolution of eusociality can better anderemply be explained without the notions
of kin selection and inclusive fitness. The reasoexpressed in somewhat different terms,
but the underlying logic appears to be the samatsvier social behaviors some basic agents
will develop depend on the agents’ basic instrungjavhich do not follow from the
behaviors, but result to a large extent — in biglegtirely — from uncorrelated (“random”)
trials. The instructions may therefore prescrifeecent social behaviors arbitrarily, without
having to employ any kin relationship. Then, i tbrescribed behaviors happen to lead to the
forming, developing and operating of developmemtsiliccessful groups, even kin-ignoring

instructions may be evolutionarily selected antina$y retained.

Although after his 1993 book, Kauffman has elatextand refined his arguments,
that book remains the best reference for presepiogas. The simple insights that the model
will offer can best be related to the book’s basgument which the subsequent elaboration
has not changed: this is, roughly, that the ordedyced by evolution of life is due more to
spontaneous self-organization than to Darwiniardgianary selection. The model allows
the two to be clearly compared on two accountsntiraber of organizational levels at which
they prevail, and the total amount of new inforratihey produce.

That the aim of the model is only to produce siripkights into elementary truths,
and not settle the issues in all their fine detaiéserves emphasis. My motivation for
proposing the model is the strong impression Ifigwh reading the relevant literatures that
much of the remaining disagreement is in intrichseussions of fine details where some
important elementary truths have not been profaHlgn into account. It is only such truths

that the model aims to bring to light.

The rest of the paper is organized as follows.ti&e@ states the two elementary principles
of information-processing. Section 3 presentscthreceptual instruction-based model.
Section 4 deduces insights into the issue of gealgction and multilevel selection. Section

5 deduces insights into the issue of the origingrdér. Section 6 concludes.



2 Two elementary principles of infor mation-processing

The term “information” is increasingly often usduit still far from always properly
understood. The first point that is not alwaysyfukalized is that information is not an
objectively existing phenomenon, such as mattenergy, but may meaningfully exist only
in relation to a certain choice problem of a certain choice-making agent — such as a cell, an
organism, a society, or a technical device. FamgXe, the red traffic light is always a
physical event, but carries the information “stoply if there are some drivers seeing it,
understanding it, and having to choose betweerpsig@and going. While all this was
clearly explained longtime ago by Ashby (1956: 123, it is still often forgotten.

A related point is that each choice problem needsrtain amount of the information
to be settled. Under certain simplifying assummidhis amount can be precisely quantified,
but this is here unimportant: the present modehlg conceptual, and not quantitative.
Important here is to realize, as also clearly arpld by Ashby, that this amount is determined
by the choice problem, and not — contrary to whbhates biologists and social scientists trying
to use information theory appear to believe — lgylétters or other symbols in which the

information is expressed: many letters may sometiexpress little information.

Particularly important is to realize that if sowfeghe needed information is missing, in
the sense that no agent with which communicatigossible has it, the only way to obtain it
is a trial-and-error search, in which the triale generated in partly or entirely uninformed
(“random”) ways, the failed trials are rejecteck guccessful ones selected, and the
information thus gained is retained (stored, memsat). Such trial-and-error searches for
initially missing information may also be descridgdthe classical Campbell’'s (1965) words
“variety, selection and retention,” and seen assthiehesis of “chance and necessity” in the

Monod’s (1970) words. It is of such searches @évalutionary processes are made.
All this may roughly be summarized as follows.

Elementary Principle of Information-Processing I: Each choice demands information,
the more of it, the relatively fewer (scarcer) @ire choice alternatives with what is

defined as “favorable outcome.” If some of the daded information is missing, the

® Efforts to quantify the amounts of information kvjtrecision may even be misleading. The simpliyin
assumptions required, especially those about thieghilities involved, may poorly represent the ieaice
problem, and most efforts may be spent on the gue%tow much?” without realizing very well "of wha
Quantification of information may of course be ugghbut it often suffices to measure it only rought binary
digits ("bits”) deduced from the number of choidematives — such as more than 4 bits for theaghamong
20 amino acids, which requires at least 3 lettennfa 4-letter alphabet.



only way to obtain it is a trial-and-error searichywhich trials are generated in partly

or entirely uninformed (“random”) ways.

*

Another point — equally elementary, but perhapsdgss frequently realized — is that each
choice-making agent, to be able to receive, undedsand effectively use any actual
information, must already possess certain eartiquiged other information. This may be
described as the instructions telling him/her/#vto receive, understand and use the actual
information, and possibly also what else to take atcount. The term “instruction” means
here, as usual, an element of a possibly compleaweral program. The expressions
“instruction-based behavior” and “program-basedavedr” are thus largely synonymous.
But speaking of “instructions” rather than “progisirmakes it easier to enter into details of

how programs are made and from what different ssuticeir parts may come.

Logically, the origins of an agent’s instructiansyy only be of three types: (a)
communicated by another agent; (b) elaborated tbgerved data by own learning; (c) parts
of the agent’s initial endowment. But origins &ud (b) need even earlier acquired

instructions, telling the agent how to communicatd how to learn.

In the above example, the drivers must have badretrlier how to interpret the red
light. For that, they already had to know the laege in which this was told. And for that,
they must have been initially endowed with talemtléarning languages.

In general, to acquire any new instructions, aanageeds some earlier acquired
instructions. If the origins of these include éag (b), their acquiring needed some even
earlier acquired instructions. Simple recursivesoming suffices to conclude that the only
logically possible stop to what would otherwisedmeinfinite regression is that at some
ultimate stage all the needed instructions areigires (c). These are the agent’s “basic

instructions.” All this may roughly be summarizasifollows.

Elementary Principle of Information-Processing II:  An agent can acquire and
effectively use new information, including new instions, only to the extent allowed
by his/herl/itsactual instructions. The variety of the actual instrans that an agent

can ever acquire and effectively use — be it byroomication from other agents or by



own learning — is ultimately limited by his/her/basic instructions’

This means that there are no acquired instructitieut some basic instructions,
which directly or indirectly make the acquiring pdse. An agent with sophisticated basic
instructions may acquire — from communication vathers and/or from own learning — very
many new instructions, which may be highly flexibled adaptable to changing
environments. Yet all this acquiring is subjecaitbard constraint: it must ultimately repose
on, and be limited by, the agent’s initially givieasic instructions. In terms of the old, but
still somewhat controversial “nature vs. nurturgSue, this means that “nurture” may achieve

enormously much, but only within limits determirteg“nature.®

Note well that this principle has nothing to ddwthe discredited genetic
determinism. An organism’s genomeclaimed not taletermine what the organism will
actually learn and do, but only fomit what all that mighpotentially be. This may possibly

be called “genomic limitism,” but not “genetic detenism.”

*

Intuitively at least, this principle should now tlear to all computer users. It is indeed easy
to understand that each computer must have sonmeibsisuctions embedded in its
inflexible hardware, and that it is they that erailbl within by them determined limits, to
receive and use several levels of flexible softwadfardly any computer user may therefore
believe that the human mind might be a blank glasdula rasa”) on which anything can be
written by society: this would be like believingattone does not need any sophisticated

computer, but may start programming an empty shaebo

But in computers, the basic instructions with tipaissibilities and limitations are
relatively easy to identify. Itis more difficulb discern them in individuals and societies,
especially the human ones. The reason is that they hide deeper. In a computer, they are
purely operational, embedded in the rigid orgamratf the logical switches that form its
hardware. But neither individuals nor societies @iganized so rigidly: the internal
organization of both is typically flexible, changiand developing in response to both internal

and external inputs. So most of the instructionbedded in it are acquired, and not basic.

" This principle is discussed in slightly differambrds by Hofstadter (1979), who nicely conclude§8p): “...
software rules at various levels can change; haglwdes cannot — in fact, to their rigidity is dihe software’s
flexibility.”

® This appears to be the logical essence of thesixe argument about this issue in Pinker (2001d,aso
largely to agree with Ridley (2003), with the exitep of the title: instead of "Nature via Nurturetiore logical
here appears to be "Nurture via Nature.”



To find the basic ones, as shown in more detadweit is necessary to descend to the
genomes of individuals and the institutional rudésocieties. Both can indeed remain
relatively inflexible while guiding the correspondiorganizational flexibility.

An instructive example is the brain. It may indd® tempting to see its basic
instructions embedded its actual neuronal netwdikesthe basic instructions of a computer
are embedded in its electronic circuits. But teraptation is misleading: neuronal networks
are flexible, changing and developing in functidmany internal and external inputs, so that
most of the instructions embedded in them are aeduiTo find the relatively rigid basic
ones — on which even the most flexible brain mesblilt — we must look inside individual
neurons. These are not only operating the netwbrksmoreover forming, developing, and
changing them. Life-long constant are only theogeie instructions within each neuron that
tell it both how to form networks and how to operaiithin the networks formed. While both
may strongly depend on many external and internmalts, including the neuron’s position
within the brain, the genomic instructions guidé &mit even this dependence. Logically,
the brain can exploit only those inputs that itsapaic instructions allow it to exploit.

That the basic instructions of both individualsl @ocieties are rigid only relatively,
during the time they guide some developmental mse® deserve emphasis. In evolutionary
processes, in contrast, they both become variahtkthe institutional rules of human
societies even more variable than human genomdsle Wological evolution is changing
human genomes by drift, recombination and mutatiatiser slowly, socioeconomic
evolution is changing institutional rules by formeforms and informal modifications of
socio-cultural norms much faster. An importantpaf the model is to show that, despite
this great quantitative difference, the two evaln§ have the same logical structure.

3 Aninstruction-based model of evolutionary and developmental processes

While much about the model was already said, a myggtematic presentation is needed. Its
intuitive idea is that the evolution of life is gting, on higher and higher organizational
levels, basically the same trick: making some nedif smaller agents self-organize into,
develop, and operate what may be considered sdict€$és’) larger agents, in ways that are
perfectly feasible, but a priori highly unlikelyn other words, the smaller agents have very
broad choice sets of feasible actions, yet keeesyatically limiting their choices to the very

narrow subsets leading to such apparently verkelylisuccesses. The only logically
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possible explanation is that the smaller agentsgsssthe right instructions with all the
needed information, telling them what to do, andwiot to do. Much about both the
evolution of life and the one of human societyhisrt possible to learn by identifying the
origins of these instructions. It is for this legag that the two elementary principles of
information-processing and the sharp distinctionwvieen evolutionary selection and

developmental selection prove helpful.

As noted, the model is only conceptual, aimedaddfy the overall structure of logical
relationships, and not quantitative. But its terohdgical precision is intended to be as high

as if it were mathematical.

The model embraces two levels of agents: possetigrageneous basic agents (b-agents), and
by them formed complex agents (C-agents). Eachebias a network of its b-agents, where
they play possibly different roles, and thus interaith each other and with environments in

possibly different ways.

Each agent is endowed with certain basic instuast{b-instructions). In a simple
agent, they may identical with the actual instrmrsi guiding its actual behaviors. In a more
sophisticated agent, the actual instructions maypbee complex. They may be more or less
extensively developed by possibly multilevel leamin response to several internal and/or
external inputs. But the b-instructions remairncal they determine how the learning may
start and to what extent it may develop. Manygirurctions may moreover be preserved as

part of the actual instructions — such as the hastincts of otherwise civilized humans.

The model distinguishes two dimensions of b-agdr@isaviors: (i)organizing, which
make them self-organize into, and find their raléthin, the network of their C-agent; and
(ii) operating, by which they operate in the roles found, and tmake the entire C-agent
operate and perform. The two need not be muteaitjusive: some operating may help

organizing, and vice versa. But important is stidguish the two and consider béth.

The self-organizing of b-agents may be visualiagsdheir searching for, recognizing,
and interconnecting with, the right neighbors, #ng forming the C-agent’s network. To

mark its dependence on the b-agents’ instructibis|abeled it as “instructed.”

° This appears to be the only way to clarity abbatlink between self-organization and selectioimiting
attention to only one dimension, as was usual tovdy give the impression that some unexplainablistic
forces are at work. Models that take into accduath dimensions are relatively recent (for an dregl
collection of such models, see Doursat et al., &fd.3).
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Examples are atoms that self-organize, instrusyettheir chemical affinities, into a
certain compound; neurons that self-organize,uettd by their genomes, into a certain
brain; and humans that self-organize, instructetl by their individual genomes and by their
common institutional rules, into a certain socieljote that the self-organizing need not be
egalitarian: some b-agents, such as catalystsamistry, enzymes in biology, and

entrepreneurs in economics, may contribute to rentivan others.

The operating of b-agents may be visualized as tbgponding, by a series of the
operations that their b-instructions allow thenpé&sform, to their external and internal inputs
by certain external and internal outputs. Examptedogical circuits operating in a
computer; neurons operating in a developed braith haman decision-makers operating in
an established organization.

In consequence, the behaviors of a C-agent arelptbds aggregates of the behaviors of its
b-agents. Emphatically, however, these aggregateso “simple sums” — as in the naive
reductionism that advocates of holism enjoy catimg — but possibly complex functions
determined by the possibly sophisticated form efrietwork. The network may endow the
C-agent with properties possessed by none of éigdms, which philosophers like to call
“emergent,” but of which today’s computer scietisttimately know the logical structure.
They know indeed in the smallest operational détaul to construct a complex computer
which may be described as goal-seeking, purposefubyvative, creative and self-aware,

while its b-agents are just simple logical switchas some sources or random impufSes.

Note that the network not only determines the jpds€omplex aggregating of the b-
agents’ behaviors, but is itself a possibly commatcome of this aggregating, especially in
the self-organizing dimension. In concrete caadsjittedly, this double aggregating may be
far from fully understood, and much of both biolagyd the social sciences may be seen as
trying hard to understand it. But regardless oatulie actually understand, the model implies
that no property of any C-agent may fall top-dowent the sky. All must start bottom-up, be

in only in some roundabout and over time distriduteys, from properties of its b-agents.

But the model is non-naively reductionist alsaalynitting that top-down influences

of a C-agent on its b-agents may take place arsibstantial. But they are strongly qualified

19'Such sources are needed for trial-and-error sesyevhich are essential ingredients of all cregtiablem-
solving and innovating. Admitting them as b-agentseover means that C-agents need not be detéiminis
Turing machines.
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and limited by a hard constraint. The qualificatis that each C-agent must always originate
bottom-up with some b-agents forming its initiatwerk, and only then may it begin, as a
kind of feedback, to exert some top-down influenmeshem. The constraint is the extent to
which the b-agents are adaptable (malleable, flekilvhich depends on their b-instructions.
The b-agents’ properties are thus once more fundeha C-agent’s top-down influences on
its b-agents may work only to the extent to whiodirt b-instructions allow it to work. For
example, this is why such influences may be muanger in a human society than in an
insect society — although a hard genomic constrairdt be expected also to limit the social

adaptability of humans, even if this constrairdasfar only little known.

The model’'s non-naive reductionism thus makeessible to demystify virtually all
of the complex properties of a C-agent that migieins to emerge top-down in some mystical
holistic way, and explain them logically as dugtoperties of its b-agents and to the network
into which these have self-organized. Possiblegttans are such transcendental properties
as “soul” and “free will.” But this appears mairdye to the fact that these properties lack
precise scientific definitions, and are therefengély mystical themselves.

*

The b-instructions of a C-agent always includelthiestructions of its b-agents, but the
model distinguishes, as one of its key points, betwtwo cases, termed “self-assembling
puzzles” and “construction sets.” Both are cagesstructed self-organizing, but they differ

in the composition of the C-agent’s b-instructions.

In a self-assembling puzzle, these b-instructemessimply those of its b-agents.
These have all of the needed instructions to faenelop and operate the C-agent. The
process may be influenced by environmental ingauspnly in ways allowed by the b-
instructions, and without any additional instrungo In this case, the C-agent’s b-instructions

are just its b-agents’ b-instructions.

In a construction set, the b-agents’ b-instruciare also needed, but they do not
suffice. To form, develop and operate the C-agéetp-agents moreover need some
additional instructions, either exogenously commated or produced by some trial-and-error
evolution. In this case, the C-agent’s b-instiutsi therefore consist of two parts: its b-

agents’ b-instructions, and the additional insinrct

An example of self-assembling puzzles is an insectety, whose b-instructions are
fully contained in the genomes of its individualmigers. An example of construction sets is
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the population of a human society. As human geandminstructions make it possible to
form a great variety of societies, the forming oy @pecific one requires some common
formal and/or informal institutional rules, prodddey socioeconomic evolution. These rules

are additional for individuals, but become basictf@ir society.

Note the elementary, but important and not alwalg realized implication of the
Second Elementary Principle of Information-Proaagsin neither case can the b-agents be
blank slates: to form, develop and operate a Ctagsy always need informationally rich b-
instructions. In a self-assembling puzzle, thesstrfully suffice by themselves, whereas in a
construction set, they must “only” enable the bragieto receive and effectively employ the

needed additional instructions.

Considering the above examples of social inseadshamans, it might appear
surprising that the b-instructions of the incomgliginstructed humans are informationally
richer (whence the quotation marks around “onlifgrt those of the fully instructed insects.
Intuition may be helped by realizing that prograrbleacomputers with multiple uses need
more sophisticated hardware instructions than fatbgrammed single-purpose ones.

As both the examples make it clear, the self-abiagimay be a very complex
process, possibly taking time, involving many fesdbloops, and having to choose among
several by the b-instructions predetermined alteres, in function of some environmental
influences — such as the food that determines venetibee will be a queen or a workér.

But importantly, no additional instructions areheit needed or admitted. It is only
construction sets that both need and admit additioistructions, and that only to the extent
allowed by their b-agents’ b-instructions. Ithetefore only in connection with a
construction set that some evolutionary trial-andreprocesses may take place and some

evolutionarily selected additional instruction ni@gyput to work.

*

The model considers each agent to have environmértssown, including a more or less
large part of nature and a more or less large nuwit@ore or less cooperating and/or more
or less competing other agents. The environmemtese on the agent certain performance

tests, in which it may either succeed or fail. Ehecess of an agent is also the success of its

M That self-assembling puzzles may be complex affi¢ult to understand is demonstrated by the largmber
of today’s biologists inquiring into the embryogsiseand ontogenesis of multicellular organisms withhelp
of the most advanced computer models (see, e.grst 2008, Merks et al., 2010, Delile et al.,20¥et,
despite the interesting results already obtaindwtwhese real-world puzzles really do to self-adsde so well
is still far from fully understood.
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b-instructions. For a C-agent, to recall, thesetlae b-instructions of its b-agents if it is a
self-assembling puzzle, or both these b-instrustemd the additional ones produced by

evolution, if it is formed from a construction set.

But the two successes are of different kindstedl#o the difference between
evolutionary selection and developmental selectioa:successes of agents are
developmental, whereas those of b-instructiongaoéutionary. Note that the environments
do not test b-instructions directly, but only thgbuthe performance of agents, which are the
testing grounds for the abilities of their b-ingtiians. The results of the agents’ performance
tests are the key commands for the evolutionalgctieh: select and retain the b-instructions

of those agents that are succeeding in the deveotainselection.

An important difference is in the time perspecti@nly the evolutionarily successful
instructions are required to last, while the depeientally successful agents may be short-
lived. Old ones may keep exiting and new onesrenjieyet the b-instructions will remain
evolutionarily successful if they keep enabling soshthe actually present agents to be

developmentally successful.

The success criteria for a C-agent usually difiem those for its b-agents. For these,
the tests are often less severe than if they resddaimdependent. This may even be seen as
the main point of their forming the C-agent. Bugre is a necessary condition: they need
sufficiently sophisticated b-instructions enablthgm to do so. The C-agent that makes their
performance tests easier, and their developmemtakss therefore more likely, also makes
the evolutionary success of these b-instructiomschvbecome part of its own b-instructions,
more likely. But such sophisticated b-instructiomsy not be easy to come by — as illustrated
by the very long time, nearly three quarters ofatal length, that it took the evolution of life
to find the first evolutionarily successful genonfea developmentally successful

multicellular organism.

But the possibilities of a C-agent for helpingbtagents are limited. It faces
performance tests of its own, in which the extdrihis help may be crucial. Up to a certain
limit — for instance, because of what is sometigadked “synergy” — helping its b-agents pass
their tests may also help it pass its own testst oBer this limit, if it allowed too many of its
b-agents to perform too poorly, it would fail itsello avoid failing, it may then on the

contrary make the tests for its b-agents more sever

The consequences of a C-agent’s developmentatdailepend on whether it was a
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self-assembled puzzle or assembled from a congtnuset. The failure of the former causes
the developmental failure of all of its b-agent$iese are narrowly instructed to form just that
C-agent, and if it fails, they cannot do anythirgtér. In contrast, the developmental failure
of a C-agent assembled from a construction set needause more than the evolutionary
failure of the additional instructions, with whigk b-agents complemented their own b-
instructions for forming it. But the b-agents theaitves need not fail. They may try different
additional instructions to form a different, hopfunore successful C-agent.

For example, the demise of an ant society erttaglslemise of all of its ants. But the
failure of a national economy need not mean tHariaof the nation, but only the failure of
its institutional rules. Most of the nation sumesy be it only impoverished and hungry, only
forced to try different institutional rules to forandifferent economy. A biological example is
the extinction of a species. This means the enwlaty failure of its genomic instructions,
but most of the amino and nucleic acids that weezluo form its individuals stay around,

ready to form, under the guidance of other genonsittuctions, individuals of other species.

To make the model interesting, the environmentstrbea neither too hostile, nor too
hospitable: just so little hospitable as to allawyoa small fraction of all the feasible C-agents
to be successful. If the environments were mostillep no feasible C-agents could be
successful. If they were too hospitable, all #esfble C-agents would automatically be so,
with no additional instructions needed. Note thatsmaller the successful fraction, the

informationally richer the additional instructiomaist be.

5 Insightsinto theissue of group selection and multilevel selection

The issue is usually put as follows: does the diaiwof life, in addition to employing
selection of individuals, also employ selectioriteir groups, possibly at several levels? The
usual candidates for such selection are differdatlye and differently organized groups of
distinct agents — from simple symbiotic coupleghsas eukaryotic cells with their

mitochondria, to complex societies.

The first thing that the model makes clear is thatanswer cannot be a simple “yes”
or “no,” but distinction must be made between etiohary selection of instructions, and
developmental selection of agents. In generalitbdel admits several levels of both, but
points out that not all levels of developmentaésBbn may have a corresponding level of

evolutionary selection. While all levels of ageate submitted to some performance tests by
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developmental selection, evolutionary selectioadditional instructions may take place only
at the levels of construction sets. A self-asserglpuzzle has neither the need nor the room
for them. In it, the C-agent has the same b-icsiias as its b-agents, which means that the
two are only two different levels of testing grosrfdr the same level of b-instructions. All

this may be expressed as the following insight.

Insight 1. If the multilevel hierarchy of larger and largeagents forming larger and
larger C-agents contains at least one level ofesdémbling puzzles, it involves more
levels of developmental selection than of evoludigyrselection. The difference is

equal to the number of levels of self-assemblinzzjms.

For full clarity, note that a self-assembling peanay employ evolutionarily selected
additional instructions, but of a lower level. 8uastructions may even be what makes the
puzzle’'s b-agents so fully instructed. But theg aot directly addressed to these b-agents,
but to some of the smaller b-agents of which theagents are formed. For instance, an ant
society, to self-assemble in its species-specifig,wmeeds certain evolutionarily selected
genomic instructions, but these are not addressesl ants, but to the chemical construction

set of which the ants’ proteins and consequendyaitits themselves are assembled.

But this insight is only general, valid in an abst world with imaginary agents where
evolutionary processes may take place at an anpitwamber of levels. To contribute to the
debate on multilevel selection and group selectimust identify the construction sets that

can employ evolutionarily selected additional instions in the evolution of life on earth.

If we start searching for such levels bottom-upgf strings and charms through
subatomic particles and atoms to molecules, ittake quite a long time before we find the
first one. This is the level of certain organiclesules — in particular the amino acids for
forming proteins and the nucleic acids for writiDylA or RNA genomic messages. The
evolutionarily selected additional instructions tre well-known genomic messages written
in DNA or RNA, which, besides the genes codingdmteins, may also contain non-genic
DNA coding for regulatory RNA, and possibly evemrAdNA epigenetic markers modifying
their interpretation. But regardless of how thiesgructions are written, they all logically

belong to the same molecular level, produced byudien suitably called “biological?

12 Note that the logic of the model may accommodaémehe hypothetical origins of life in the form slf-
catalyzing RNA molecules. For this, it sufficesaimit that b-instructions may also be their owagents. Itis
then also easy to visualize how the two could gaidsplit: the RNA b-instructions increasingly bad-up and
stored in the form of DNA, and the C-agents incireglgy made of the proteins specified by the indiarcs.
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Above this level, it will again take a long timefbre we find the next level of
construction sets. We must traverse several l@fedslf-assembling puzzles — including
organelles, cells, multicellular organisms, andintsively formed societies — to attain the
level of advanced social organisms, endowed by Hughisticated genomic b-instructions
with talents to form, develop and operate a vamétyifferent societies, but requiring, in
order to know which of these actually to form, scedeitional instructions that only another
level of evolution can provide. The complete eifsuch organisms is not yet entirely clear,

but they definitely include as the clearest andtradsanced case Homo sapiens.

What we thus find is the above-considered socioeeuc evolution, producing
additional instructions in the form of institutidmales — formal, imposed by politically
selected legislators, and/or informal, initiatedampnymous social innovators. Note that the
institutional rules are additional for individualsjt become parts of the b-instruction of their
societies — in addition to the biologically evolvgehomic b-instructions of the individuals,

which continue to play important roles even at taael*®

Socioeconomic evolution differs from biologicaloéwtion in several aspects — such as
the possibility to proceed nearly as fast as dgreknt, and the absence of the Weismann
barrier, which allows it to learn from past expades and thus be partly Lamarckian. But
despite all of these differences, the two levelswaflution may be shown to have a common
logical structure (Pelikan, 2011).

More levels of evolution may be then found witktie socioeconomic one. For
instance, the institutional rules of firms and #ao$ national economies may evolve to a
certain extent separately, at two different levlsit studying different levels of
socioeconomic evolution is of more interest toitnbnal economists than to biologists and
sociobiologists. For them the most important esgheat distance between the level of
biological evolution and the first level of socie@omic evolution. This is the vast no-man’s

land for evolutionary selection, filled with poslsilmany levels of developmental selection.
All this leads to two insights.

Insight 2: Biological evolution admits several levels of deyghental selection, but

only one of evolutionary selection.

Insight 3: The evolutionary selection in socioeconomic evoliis not of groups or

13 These roles were for a long time ignored or evamiat!, but are now increasingly recognized andietud
Cosmides and Tooby (1997) and Pinker (2001) areiitapt pioneering studies of these roles in genedaile
Witt and Schwesinger (2013) study them in the $jmecbntext of organization of firms.
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other human organizations, but of genomically cawbpainstitutional rules for their
forming, developing and operating, which selects ratains those rules whose
groups/organizations are succeeding in the devedopahselection.

In other words, group selection and multileveesgbn are admitted to exist if meant
to be developmental, but not within biological exan if meant to be evolutionary. This
appears to be a nice diplomatic way to settlegbed: both sides may be satisfied, if able to
content themselves with being right for only oneetyf selection, and not the other.

But settling this issue only raises another, higge: what institutional rules might
possibly succeed in their evolutionary selectidv@re precisely: which of the genomically
compatible institutional rules could guide a givgeset of individuals — such as a tribe or a
nation — towards forming, developing and operaéirspciety successful in the developmental

selection?

This is the central issue of modern institutiom@dnomics — even if it is there
expressed in somewhat different terms and the @nololf genomic compatibility has not yet
been paid sufficient attention. But propertieswécessful institutional rules for both firms
and national economies are there being carefublynéxed, with many interesting results
already obtained. However, most of these resuvdtsialikely to interest biologists and
sociobiologists, who appear mostly concerned wWighgdroperties that relate to the issues of
cooperation vs. competition and selfishness vauiath. It is by focusing on these properties
that the model can produce a few more commentlendnclusion by Wilson and Wilson

(2007) that selfishness beats altruism within gep@md altruistic groups beat selfish groups.

It was already made clear is that both these ihgsit are developmental, and not
evolutionary, and that evolutionary winners mussbeght among the groups’ b-instructions.
What was also brought to light is that these irtdioms are in part genomic and in part
institutional, and that the latter must be compatiith the former. But more can be learned
by inquiring into this compatibility, which impligsvo necessary conditions. First, given the
potential of human genomic instructions, the insihal rules must be comprehensible and
admissible as such. Second, they must allow acdueage each individual, given his/her
genomic endowment with propensities and talentdptthe best for the group, and prevent

his/her from harming it.

In a first approximation, the second conditionresponds quite well to the Wilson
and Wilson conclusion: to make a group succes&ulbpmentally and themselves
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evolutionarily, the institutional rules must all@amd encourage altruistic behaviors and
prevent anti-social selfishness. But a closer éxation leads to several open questions and

one qualification.

The open questions have to do with the lack ofAkadge on what the genomically
given propensities and talents of humans really a@kret they substantially differ from those
of the perfectly rational (although not necessardyrowly selfish!homo economicus, the
hero of most of modern economic models, is nowbdisteed, mainly thanks to experiments
in behavioral economics. But the details of whatytreally are still remain largely unknown.
For example, an important open question is, to whktgnt may efficient cooperation rely on
the known genomic propensities for it, to what akiemay require additional economic
incentives, and over what extent may economic itnees on the contrary work against these

genomic propensities by triggering instead thosefwy and distributional justice?

The qualification has to do with the unequal disition of talents over any human
population. If a group needs for its developmestraicess a sophisticated division of labor
where certain roles require some special talemtsathly a few individuals possess, it will
then also need to mix cooperation with some cortipetiin order to find at least some of
these individuals and select them for such demgndiles. Its institutional rules, to be
evolutionarily successful, must therefore makeireghat the needed competition will be
organized. That some form of such competitioneisded in national economies now appears
obvious (my inquiry into what form this might beimsPelikan, 2010). But interestingly and
perhaps somewhat surprisingly, a similar competitias been found to take place even
among cells of otherwise highly cooperative multidar organisms. As described by Martin
et al. (2009), the wings of Drosophila are indeetienof the cells that won the competition

among many more cells trying to be part of thesegwi

5 Insightsinto theorigins of order

This issue may be understood as a contest betwedutienary selection and self-
organization for the role of the origins of orddihere is now a wide agreement that both play
a part, but still much disagreement on how largér tiespective parts are. At one extreme,
neo-Darwinians typically ascribe much more impoctato selection while according very

little merit to self-organization (if they considiémt all, which they not always do). At the

other extreme, perhaps best represented by Kauffi®®8), the order of life is mostly
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ascribed to self-organization, with selection mgkamly some minor final adjustments.

The key feature of the model that allows it teeofhsights into this issue is its
distinction between self-assembling puzzles andtroation sets, and the recognition that the
two may play different roles at different levels,expressed imsight 1 above. This brings
to light the greater number of levels of self-asskmg puzzles, where order is generated by
pure self-organization, than of construction sdth wvolutionary selection, which, in the
biological evolution on earth, is just one. Budnrd this is the other important side of the
story — this singleness does not hinder it frondpoing a greater total amount of new

information. All this may be summarized as follows

Insight 4: Self-organization is the source of order at atgre@mber of
organizational levels than Darwinian trial-and-em@olution with its evolutionary

selection, but the latter produces greater amarfimew information.

The model thus offers a diplomatic way to settd® éhis issue: both sides may again

feel satisfied, if they can content themselves witk victory out of the possible two.

This insight may be refined by recalling thatsdlf-organization must be, in one way
or another, instructed. It is then interestingligiinguish the levels of self-organization below
the level of evolutionary selection from those abdvw which may suitably be labeled “sub-
evolutionary” and “super-evolutionary,” respectivelAs far as is now known, sub-
evolutionary self-organization is instructed purelernally, by the inherent selective
affinities of the b-agents involved, starting wilie smallest subatomic particles and up to
relatively simple organic molecules, including amacids and nucleic acids. These are the
key pieces of the lowest, and in biology also tighést, construction set. Above this level,
instructed self-organization again takes over, ipbsat several higher levels, but this is the
super-evolutionary one, whose instructions inclimsides the inherent selective affinities of

atoms and molecules which continue to matter, tliktianal evolutionarily selected ones.

Two more insights may be gained into the ways ictv self-organization and
evolutionary selection interact with each otherjchimostly consist of mutual constraints.

Insight 5. Sub-evolutionary self-organization constrains etiohary selection by
supplying its construction set with only a limiteariety of only limitedly capable b-
agents, which limits the variety of feasible C-ageamong which the selection is

possible. The usual name of this constraint isrfshogenetic.”

Insight 6: Evolutionary selection constrains super-evolutigrsaif-organization
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through the selected genomic instructions. THisagganization cannot do more than

what the evolutionarily selected instructions allibwo do.

5 Concluding remarks

The task of the model in this paper appears fatill With its simple means — two elementary
principles of information-processing and the distiion between two types of selection —
some insights into the issues of group selectiantilevel selection, and the origins of order
were indeed possible to gain. The model may paratgo be accorded some merit for the
diplomacy with which it recognized each of the digeing sides to be partly right.

An open guestion is whether the model might atdp vith other issues. In
economics, | have found and discussed severakatf thin particular concerning reform
policies, system transformations, and economic gaam general (see, e.g., Pelikan, 2011).
Now | believe to see a few more at the borderlie®vieen socioeconomic evolution and
biological evolution, where the model may help ustind how the former builds upon, and
is constrained by, the latter, and perhaps evenaesome interesting hypotheses on how the

former, which is still far from any successful asfchistory, might continue.

In biology, however, | can see only three reldyiv@mple issues which for most
biologists are now already clear, but which the etaday perhaps help make clear even for
the others. The issues are: (i) Is selection theng) force of evolution? (ii) Does selection

optimize? (iil) Was evolution occasionally punded?

As to the answer to issue (i), the model helpsatp“no.” With its understanding of
evolution as a trial-and-error search, in whichtties consist of different instructions for
combining the pieces of a given construction sdétecomes clear that what actively drives
evolution is the generation of the trials, whersglgction is only the filter through which a

few of the trials succeed to pass, while many atlaee rejected.

For issue (ii), the model helps to say “mostly’nath an occasional and limited
“yes.” It makes it clear that selected is what kgpand not necessarily what is in any sense
optimal. Some convergence to some optimum mayptdaee, but possibly only slowly. This
means that any actually selected trials may ilfas from any optimum, which is moreover
subject to two constraints. One is the often aergid path-dependence, through which the

trials selected in the past constrain the variétyase that may be tried and selected in the
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future. Even if an optimum is attained, this miagrefore only be local, possibly far from the
global. The second constraint is the above-constbeorphogenetic one, which the model
brings to light as due to limited possibilitiestbé by sub-evolutionary self-organization

produced pieces of the construction set.

Concerning issue (iii), the model brings additicswgport to the now widely accepted
view that all the large jumps in the anatomy ofdtgpes during phylogeny, which may
induce superficial observers to believe that evotuis punctuated, are fully explainable by
gradual changes of genotypes. The extra supporésdrom the interpretation of genotypes
as b-instructions and phenotypes as C-agents. fdtilgates the import into biology of a
simple but crucial piece of wisdom from computesgyramming: a small change in one
instruction, depending on where in the program gifuated, may cause an enormous jump in
the outcome. Even if some jumps may require chaimgseveral instructions, these may still
change only one by one, if some of the requireds onay first be neutral, and just wait for the

crucial one that puts all of them to work.

Admittedly, however, many biologists may not fitn@ model helpful at all. Itis
especially the molecular ones, who know so well smdoncretely what they are doing that
they may hardly be helped by hearing the well-knatany again in generalized, less concrete
terms. The model has perhaps the greatest chembefp some of the sociobiologists and
philosophers of biology who still have difficulti@gth understanding and correctly
interpreting the findings of molecular biologists any case, | am leaving it up to each reader

to decide what biological issues, if any, the maodght possibly help her or him understand.

To conclude, allow me to mention a psychologiealson why the model might tend
to be resisted and its helpfulness minimized. it instruction-centrism, which does not
have the same weaknesses as gene-centrism, bes shitlr it the same unpopular feature:
expulsing us, noble humans, from the center stagether words, this means to admit that,
from a scientific point of view, our genomes ar¢ here for us, but we are here for our
genomes, which many of us still appear reluctawioto But, if the model proved helpful, able
to offer clear simple insights into some so farlaacapparently complicated issues, this
would only be another step on the road towards rolargy about the real world paid by
sacrifice of human pride, which started longtime agth Copernicus and continued with
Darwin. What remains to be seen is whether théchvitom individual-and-group-centrism
to instructions-centrism might lead to so much nodagity that it would be worth the

sacrifice. | strongly believe it would, but exp#tat opinions may for a long time diffem



23

Acknowledgments

In addition to all those colleagues, students artigqpants of seminars whom | already
thanked in Pelikan (2011) for their help with myhgealization of Darwinism for uses in
analysis of economic change and policy, my grediestks for help with extending this
generalization to the model presented in this papleite steering clear of many possible

misunderstandings with biologists, go to Hiroki Sana. All the remaining errors are mine.

References

Ashby, W.R. (1956), Introduction to Cybernetichd®iley & Sons: New York (now freely
available orhttp://pespmcl.vub.ac.be/books/IntroCyb.pdf

Campbell, D.T. (1965), “Variation, selection antkerdion in sociocultural evolution,” in H.R.
Barringer, G.I. Blanksten, R.W. Mack, eds., So€iabnge in Developing Areas: a
Reinterpretation of Evolutionary Theory, Schenkm@ambridge, Massachusetts.
Reprinted 1969 in General Systems 14: 69-85.

Cosmides, L. and J. Tooby (1997): Evolutionarydhsjyogy: A Primer. URL:

http://www.psych.ucsb.edu/research/cep/primer.htmi

Dawkins, R. (1982), The Extended Phenotype, W.Heran and Company: Oxford and San

Francisco.

Delile, J., N. Peyriéras, and R. Doursat (2013)pt# cell behavior to tissue deformation: A
generic computational model and simulation of earlynal embryogenesis,” in A.

Kriete and R. Eils, eds. Computational Systemsdgjpl 2nd edition, Academic Press.

Doursat, R. (2008) "Integrating self-assembly aatlgon formation under non-random
genetic regulation,” InterJournal: Complex Syste?2292. ULR:

http://www.interjournal.org/manuscript _abstract.php?2292.

Doursat, R., H. Sayama and O. Michel, eds. (20@8yphogenetic Engineering: Toward
Programmable Complex Systems, Springer: Heidelidésw York, Dordrecht,

London.

Hodgson G. and T. Knudsen (2006), “Why we needneigdized Darwinism, and why

generalized Darwinism is not enough,” Journal adrisamic Behavior and



24

Organization 61: 1-19.

Hofstadter, D. R. (1979), Godel, Escher, Bach: Aerial Golden Braid, New York: Basic

Books.

Hull, D.L. (1980), “The units of evolution: a metaysical essay,” in Studies in the Concept
of Evolution, eds. U.J. Jensen and R. Harré, Héevésess: Brighton.

Kauffman, S.A. (1993), Origins of Order: Self-Orgaation and Selection in Evolution,
Oxford University Press: Oxford.

Martin, F.A., S. C. Herrera, and G. Morata (200€gll competition, growth and size control
in the Drosophila wing imaginal disc,” Developm@ai6: 3747-3756.
doi:10.1242/dev.038406.

Merks, R.M.H., M. Guravage, D. Inzé, G.T.S. Beem&010), “VirtualLeaf: an Open
Source framework for cell-based modeling of plasgue growth and development,”
Plant Physiology, doi:10.1104/pp.110.167619.

Monod, J. (1970), Le hasard et la nécessité, Hdittu Seuil: Paris.

North, D. C. (1990), Institutions, Institutional &mge and Economic Performance,

Cambridge University Press: Cambridge, UK.

Nowak M.A., C.E. Tarnita and E.O. Wilson (2010) h&'evolution of eusociality,” Nature
466:1057-1062.

Pelikan, P. (2010), “The government economic ag@mdasociety of unequally rational
individuals,” Kyklos 63: 231-255.

Pelikan, P. (2011),Evolutionary developmental economics: how to gelimg@arwinism
fruitfully to help comprehend economic changétrnal of Evolutionary Economics
21: 341-366.

Pelikan, P. (2012), “Agreeing on generalized Daisvn a response to Geoffrey Hodgson and

Thorbjérn Knudsen,” Journal of Evolutionary Econosi22: 1-8.

Pinker, S. (2001), The Blank Slate: The Modern Bleoi Human Nature, Penguin Books:

London.

Ridley, M. (2003), Nature via Nurture: Genes, Expece, & What Makes Us Human,

HarperCollins: New York.

Wilson D.S. and E.O. Wilson (2007), “Rethinking theoretical foundations of



sociobiology,” The Quarterly Review of Biology 8227-348.

Witt, U. and G. Schlesinger (2013), “Phylogenetiotprints in organizational behavior,”
Journal of Economic Behavior and Organization hooming.

25



